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Fig. 1. Example simulation results using our penetration-free contact handling method. Our method is robust in the presence of challenging
contact scenarios, and can be easily integrated with existing solvers such as Vertex Block Descent [Chen et al. 2024b], as shown here.

We present a novel contact model, termed Offset Geometric Contact (OGC),
for guaranteed penetration-free simulation of codimensional objects with
minimal computational overhead. Our method is based on constructing
a volumetric shape by offsetting each face along its normal direction, en-
suring orthogonal contact forces, thus allows large contact radius without
artifacts. We compute vertex-specific displacement bounds to guarantee
penetration-free simulation, which improves convergence and avoids the
need for expensive continuous collision detection. Our method relies solely
on massively parallel local operations, avoiding global synchronization and
enabling efficient GPU implementation. Experiments demonstrate real-time,
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large-scale simulations with performance more than two orders of magni-
tude faster than prior methods while maintaining consistent computational
budgets.
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1 INTRODUCTION
Penetration-free simulation is essential for many graphics applica-
tions, especially those involving codimensional models, as pene-
tration can cause significant artifacts or even break the simulation.
Moreover, once penetration occurs, it is particularly challenging
to resolve, especially in codimensional models. Despite significant
advancements in penetration-free simulations, such as Incremental
Potential Contact (IPC) [Li et al. 2020], a critical problem remains:
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(a) IPC (b) OGC
(c) IPC with large
contact radius

(d) IPC with small
contact radius

(e) OGC with large
contact radius

Fig. 2. Illustrating both the artifact produced by the IPC contact model and its underlying cause. We simulate a twisted square cloth with 40K
vertices and 79.2K faces, each side measuring 1 meter, rotated by half a circle. The simulation is conducted using both the IPC and OGC models,
with a fixed contact radius of 5 mm. (a) and (b) show the final states of the cloth using the IPC and our OGC contact models, respectively. Panels
(c) and (d) depict the IPC contact model, which is equivalent to offsetting the face in all directions to form a capsule-like shape. The dashed line
marks the boundary of this shape, black dots represent contact points, and the colored arrows indicate the forces exerted from or onto the face with
corresponding color. Panel (e) visualizes our proposed contact model, where the dashed lines mark the boundaries of blocks from corresponding
faces with the same color.

the computational cost. IPC-based simulators and their derivatives
are usually orders of magnitude more expensive than alternative
methods that do not provide such a guarantee. Moreover, the compu-
tational cost of those methods depends on each time step’s state and
is highly uneven. These issues prevent penetration-free simulations
from being used in many applications, especially those requiring
real-time performance.

The problem comes from two main factors: the collision energy is
very stiff, making convergence difficult, and expensive procedures
such as line search and collision detection must be incorporated
into every iteration of the simulation to ensure penetration-free
conditions.

The stiffness arises from the necessity of preventing penetration.
To ensure the contact force is always strong enough to push objects
apart, it must be able to become infinitely large as objects approach
each other. This requires the contact force to transition from zero to
infinite within the contact radius. This issue becomes particularly
severe when the contact radius is very small.
In this work, we identify a geometric limitation of IPC: the re-

sultant normal contact force may not always be orthogonal to the
surface (see Figure 2c), potentially leading to artifacts (see Figure 2a).
To address this, IPC employs a scheme that adaptively reduces the
contact radius during the optimization process until it becomes
extremely small. However, this further increases the stiffness of the
contact energy.

IPC uses continuous collision detection (CCD) based technique to
prevent collision. This technique applies a CCD on the optimization
step provided by the simulation solver, and culls it before the earliest
intersection happens. For GPU implementation, this procedure is a
global operation that requires synchronization and hinders paral-
lelism. CCD is applied at every iteration, which is very expensive.
Moreover, the CCD-based intersection filter halts the global opti-
mization step where the earliest intersection happens, meaning a
local intersection stops the progress of all other points, even if those
points are still far from intersecting. This could reduce the solver’s
efficiency, since each iteration can be computationally expensive,

and the shortened optimization step induced by CCD results in more
iterations.
We propose a novel method, termed Offset Geometric Contact

(OGC), to ensure guaranteed penetration-free simulation for codi-
mensional objects, achieving this with only a minimal and near-
constant overhead added to simulators that do not offer such a
guarantee. Our method includes the following:

(1) A novel contact formulation based on offsetting the surface as
a whole instead of offsetting each primitive separately. This
guarantees that the contact force will always be orthogonal
to the face it applies on and never cause a stretching artifact.
This allows the usage of a relatively larger contact distance,
making the contact significantly less stiff.

(2) A different approach to guarantee penetration-free simula-
tion, which does not require CCD. This is enabled by our
contact model, which accommodates a larger contact radius.
Specifically, it computes an individual maximum displace-
ment bound for each vertex concurrently with collision de-
tection, which adds a minimal overhead. For a vertex far from
contact, its bound will be larger, allowing it to fully utilize the
optimization step given by the solver, significantly improving
the convergence.

Moreover, both the computation of our contact force and the
penetration-prevention technique are local operations, which are
massively parallel and do not require global synchronization. When
combined with a fully parallel solver such as Vertex Block Descent
[Chen et al. 2024b], our method can be very efficient on GPUs,
providing real-time, large-scale, penetration-free simulations such
as results shown in Figure 1. Our tests show that our method can be
more than two orders of magnitude faster than IPC-based simulation,
and can use a near-constant computational budget by using a fixed
iteration count.
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2 BACKGROUND
Contact occurs between two surfaces. For each point on one sur-
face that contacts another surface, it is subjected to a contact force
from the opposing surface. This force generally consists of two com-
ponents: a normal force, which acts perpendicular to the contact
surface, and a friction force, which acts parallel to the contact sur-
face and is linearly related to the normal force. The normal force is
a conservative force, while the friction force is not. Therefore we
can write normal force as the negative gradient of a normal contact
energy 𝐸𝑛 . The formulation of 𝐸𝑛 differentiates different contact
models.

2.1 Basic Contact Model
In physics-based simulation, surfaces are represented by polygonal
mesh, denoted by 𝑀 = {V, E,T }, where V, E,T denote the set
of vertices (0-face), edges (1-face) and facets (2-face, e.g., triangles,
quadrilaterals, etc.), respectively. It is important to note that𝑀 can
consist of multiple connected components, which accommodates the
presence of multiple models. Therefore, without loss of generality,
in the following discussion, we assume the presence of a single mesh
𝑀 . We denote 𝑋 ∈ R𝐾×3 as the stacked positions of all the vertices,
where 𝐾 = |V|. The position of vertex 𝑣 is represented as x𝑣 .

We define the normal contact energy as a function of the dis-
tance between two primitives, namely, between vertex and facets
or between two edges. Based on the first law of friction, the contact
force can be computed in such order: computing the normal force
first, and then calculating the friction force using the friction coef-
ficient. Therefore, the normal contact force plays a key role in the
computation of contact force.

We start with the vertex-facet contact pair. Given a mesh𝑀 , the
normal contact energy 𝐸𝑣𝑓𝑛 of𝑀 is usually defined in the following
form:

𝐸
𝑣𝑓
𝑛 (𝑀, 𝑟 ) =

∑︁
𝑎∈F(𝑣)

𝑔(𝑑𝑖𝑠 (x𝑣, 𝑎), 𝑟 ) , (1)

where F (𝑣) is the set of all the faces that are in contact with 𝑣 ,
𝑑𝑖𝑠 (x𝑣, 𝑎) is the function computing the distance between vertex
x𝑣 position and a face 𝑎, 𝑟 is contact radius, and 𝑔 is a nonlinear
function. We define the closest point from x𝑣 to 𝑎 as:

c(x𝑣, 𝑎) = argmin
x∈𝑎

| |x − x𝑣 | |. (2)

Therefore 𝑑𝑖𝑠 (x, 𝑎) = | |x − c(x, 𝑎) | |. Since 𝑔 is just a scalar function,
it does not change the direction of the force. Therefore, the contact
force between 𝑓 and x, is always parallel to x − c(x, 𝑎).
The different choices of 𝑔 and F (𝑣) result in different collision

energies.We start with discussing the choice of F (𝑣), termed contact
face set.

2.2 Contact Face Set
One common choice of F is:

FIPC (𝑣) = {𝑡 ∈ T |𝑑𝑖𝑠 (x𝑣, 𝑡) < 𝑟, 𝑣 ⊄ 𝑡} . (3)

Namely, FIPC (𝑣) takes all the facets who do not include 𝑣 and whose
distance to 𝑣 is less than the contact radius 𝑟 . This contact face set
is employed by the well-known Incremental Potential Contact [Li
et al. 2020]. Intuitively, this formulation is like inflating the facets in

𝐱𝐱 𝐱𝐱 𝐱𝐱

(a) FIPC

𝐱𝐱 𝐱𝐱 𝐱𝐱

(b) FIPC

𝐱𝐱 𝐱𝐱 𝐱𝐱

(c) FSDF

Fig. 3. 2D illustration of different contact face sets and the normal
contact force derived from them. x is the position of the vertex of
the vertex-facet (v-f) contact pair, and the black circle visualizes the
contact radius of point x. The colored line segments represent facets,
and the colored arrows represent the normal contact force applied to
the facets of the same color. (a, b) visualize FIPC. (c) visualizes FSDF,
where the dashed black line represents the bisector of those two facets.

all directions, forming volumetric shapes as illustrated in Figure 2c.
A facet contact with 𝑣 if 𝑣 is located inside the inflated facets.

There are two major problems with this energy formulation. The
first one is illustrated in Figure 2c and Figure 3a: the "normal" contact
force applied on the green and blue facets is not perpendicular
to them, causing a stretching force component on the tangential
plane. Another problem is that it pushes x’s topological neighbors
away, as illustrated in Figure 3b. While it is possible to ignore the
contact between 𝑣 and its neighboring facets, the problem still exists
between a vertex and its 2-ring neighbors. Unfortunately, we cannot
filter out these contacts as this can cause penetration. As illustrated
in Figure 2a, when a large contact radius is used, those problems
can cause serious artifact including stretching and oscillating.
IPC mitigates those problems by dynamically adjusting the con-

tact radius to a very small value (Figure 2d), to the extent where
it is nearly impossible for a vertex to be in contact with multiple
adjacent facets. However, choosing a small contact radius leads to
other problems including numerical issues such as the stiffness of
the contact energy. Additionally, IPC’s CCD-aware line search to
avoid penetration limits the optimization step size when 𝑣 is close
to the contacting surface, as smaller distances trigger earlier pene-
tration. Moreover, since the contact radius is so small, the surface
region that stops 𝑣 may not be in contact with 𝑣 when computing
the optimization direction. Therefore, the optimization direction
may not be a direction that separates those colliding pairs, which
further restricts its movement per iteration. These factors contribute
to IPC’s high iteration count for convergence.
An alternative selection for F (x) is to select only the closest

facet:

FSDF (𝑣) = {𝑡 |𝑡 = argmin
𝑡 ∈T

𝑑𝑖𝑠 (x𝑣, 𝑡) and 𝑑𝑖𝑠 (x𝑣, 𝑡) < 𝑟 } (4)

This contact face set is the basis of many signed distance field (SDF)
based collision energy. The main advantage of this approach is
that it guarantees the normal force is always perpendicular to the
contacting point on𝑀 , a natural property of the closest point on a
smooth manifold as established by the Hilbert Projection Theorem.
However, it has some serious problems due to its limiting the

number of a vertex’s contacting facets to only one. This restriction
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could impede the convergence of the problem because it fails to
generate a sufficient number of collision pairs to push away vertex-
facet pairs that are close enough. Instead, it results in the vertex
constantly switchingwith a few facets. This is illustrated in Figure 3c,
where the point x alternates between contacting the red facet and
the green facet, oscillating along their bisector. To make matters
worse, this formulation can not resolve self-intersection. Since 𝑣
is part of𝑀 , the SDF at x𝑣 is 0, and this information will not help
resolve 𝑣 ’s contact with 𝑀 . That is why this contact face set is
usually used to handle contact of static objects.

2.3 Related Works
Penetration-free simulation is a recent breakthrough in the physics-
based simulation community. The simulation of deformable bodies
is usually done by minimizing the implicit integration equation,
with the collisions modeled as potential energies, or additionally,
as constraints to the minimization problem. To strictly guarantee
penetration-free, the collisionmust be formulated as non-compliable
constraints. In the physics-based simulation community, those non-
compliable constraints are usually enforced through two groups
of methods: the line search based methods and the trust region
methods.

2.3.1 Line Search Based Methods. The incremental potential con-
tact (IPC) method [Li et al. 2020] models collision energy using a
logarithmic function that approaches infinity as primitives come
closer, ensuring that contact forces overcome other forces to pre-
vent penetration. To enforce the penetration-free condition, IPC
requires optimization to halt before the earliest time of impact (TOI),
determined via CCD-aware line search. The process involves iter-
atively recomputing contact relationships, descent directions, and
CCD checks until convergence. Li et al. [2021] later extended this
IPC collision model to codimensional objects, e.g., elastic rods and
surfaces. This includes several novel improvements: modeling thick-
ness, a generalized CCD that adapts to this thickness modeling, and
another barrier function to limit the stretching.
CCD-aware line search requires linear motion at each optimiza-

tion iteration, which is not satisfied for systems with rotational
components like rigid body dynamics. Ferguson et al. [2021] ad-
dressed this by dividing rotational motion into small linear segments
for CCD, but this incurs more computation steps. Lan et al. [2022a]
improved this by using affine transformations instead of SE(3) move-
ments, turning rotational motion into linear affine motion. This
approach eliminates the need for multiple segments, requiring only
one CCD application per step, greatly enhancing simulation effi-
ciency.
Various methods have been employed to enhance IPC simula-

tion efficiency [Guo et al. 2024; Lan et al. 2024; Shen et al. 2024;
Wu et al. 2022]. Lan et al. [2022b] replaced IPC’s Newtonian solver
with projective dynamics, enabling penetration-free GPU simula-
tions by reformulating IPC’s barrier constraint with projected target
positions. Lan et al. [2023] introduced a block coordinate descent
technique with element-based Gauss-Seidel iteration and local CCD
to reduce computational costs. Huang et al. [2024b] developed a
GPU-accelerated Gauss-Newton method to accelerate simulations

using barrier contact energy. Lan et al. [2021] simplified original ge-
ometry with standard shapes to reduce collision pairs and speed up
simulations, sacrificing fine geometric details. Ando [2024] replaces
the logarithmic barrier with a cubic one to reduce the stiffness of
the contact energy.

2.3.2 Trust Region Based Methods. In numerical optimization, a
trust region defines a subset of the domain where the objective
function is approximated, typically using a quadratic model [No-
cedal and Wright 1999]. The region adapts dynamically: expand-
ing if the model proves accurate and contracting if it does not,
enabling efficient optimization. Trust-region methods can be consid-
ered somewhat complementary to line-search methods: trust-region
approaches initially determine a step size (the dimensions of the
trust region) and subsequently select a step direction. In contrast,
line-search methods start by choosing a step direction and then
decide on the step size.

It is known that trust-region based methods are better suited for
constrained optimization problems where constraint satisfaction
is critical [Pavlakos et al. 2019; Yuan 2015]. Constraints can be
incorporated directly into the trust region formulation [Burke 1992;
Moré 1983], which are usually linear and convex [Conn et al. 1988],
[Burke et al. 1990].
However, trust region methods for enforcing penetration-free

constraints have not been extensively explored in the simulation
community. Unlike IPC, which combines CCD with line search to
enforce penetration constraints, trust-region methods use discrete
collision detection (DCD) to define per-vertex (or per-rigid-body)
trust regions, constraining movements to prevent penetration.
This kind of idea was initially explored in the context of rigid

body dynamics, termed Conservative Advancement. Zhang et al.
[2006] uses the extremal vertex query to find a directed motion
bound for an object moving with constant translational and rota-
tional velocities. Tang et al. [2009] extends this kind of method to
triangulated models and makes no assumption about the underlying
geometry and topology. Chen et al. [2024a] applied a trust-region
based scheme to filter eigenvalues in the system Hessian for New-
ton’s method.

This idea has also been investigated in the context of cloth simu-
lation. Wu et al. [2020] identified a necessary vertex displacement
constraint to prevent cloth from self-intersecting, thus ensuring the
avoidance of self-penetration at all times. Wang et al. [2023] utilized
this constraint within a step-and-project process to facilitate fast
and realistic simulation.

However, the development of a trust region-based simulation sys-
tem that incorporates barrier collision energy and ensures numerical
convergence remains an open area of research.

2.3.3 Offset Geometry. Offset geometries, also known as polygon
offsets or Minkowski dilation, are geometric constructions where
a polygon is expanded or contracted by a specified distance. The
geometry𝑀’s offset geometry with distance 𝑟 is defined as:

𝑀+𝑟 = {x ∈ R𝑁 |𝑑𝑖𝑠 (x, 𝑀) < 𝑟 } (5)

The boundary of this offset geometry can be computed through
various methods, including winding number based methods [Chen
and McMains 2005], Voronoi Diagram-Based Methods [Bo 2010],
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(a)𝑀𝑀 (b) 𝑀𝑀+𝑟𝑟 (c)

Fig. 4. (a) original geometry𝑀 ; (b) conventional offset geometry𝑀+𝑟 ;
(c) our intersection-aware manifoldU.

straight skeleton basedmethods [Aichholzer et al. 1996; Huber 2018],
polygonal annulus based methods [Barequet and Goryachev 2014].
However, those methods mainly focus on 2D polygons instead

of 3D polyhedral meshes. Moreover, The conventional concept of
offset geometry presents significant challenges when applied to
contact modeling. Specifically, traditional offset methods often fail
to accurately represent self-intersections and overlapping regions
within the geometry, as illustrated in Figure 4b. The offset geom-
etry given by Equation 5 will "merge" parts that are separated in
the original manifold. This occurs when a point’s distance to two
separate parts of𝑀 is both less than 𝑟 . This limitation can lead to
inaccuracies in simulating contact interactions, as the model may
not correctly account for multiple layers of contact and self contacts.
Ideally, the offset geometry should be aware that there are 2

overlapping layers, as illustrated in Figure 4c, and the point in
the overlapping area should be subject to contact forces from the
opposite side. The dimensionality of the offset geometry in Figure 4c
has been lifted to 𝑁 (the dimensionality of the immersion space),
and therefore is not codimensional anymore. Intuitively, we can
determine the layers of intersection, and compute the penetration
depth using a method akin to [Chen et al. 2023] to compute contact
energy.

2.3.4 Gauss Map. Banchoff [1967, 1970] extended the Gauss-
Bonnet theorem to polyhedral surfaces by introducing a method to
compute curvature at vertices using the Gauss map. Brehm and
Kühnel [1982] further expressed curvature measures in terms of
the number of critical points. Horn [1984] introduced the concept
of Extended Gaussian Images (EGI) for object recognition by
projecting the normal vectors of a polyhedron’s faces onto a sphere,
assigning densities proportional to the corresponding face areas.
Little [1985] proposed a variation of EGI where normal vector
lengths are proportional to face areas, investigating its uniqueness
for convex polyhedra and its application in reconstructing objects
using the Minkowski theorem. This approach requires defining face
orientations, known as combinatorial types, and an iterative process
for 3D reconstruction. Cohen et al. [1998] estimated curvature
for polygonal surfaces using normal cycles at vertices, edges, and
triangles, providing error bounds for discrete surfaces derived from
restricted Delaunay triangulation. Building on these, Echeverria
[2007] propose a novel approach to curvature measurement that
distinguishes positive and negative components, enabling accurate
vertex characterization. Their Polyhedral Gauss Map directly
correlates normal vectors from the polygonal mesh, reflecting
vertex geometry and their local neighborhoods more precisely.

3 OFFSET GEOMETRIC CONTACT
We propose a new normal contact force model that has the following
properties:
• Orthogonality: our normal contact force is always orthog-
onal to the contact surface. It will not create a stretching
artifact even with a large contact radius.
• Large Contact Radius: The contact radius can be arbitrarily
large and still not cause artifacts.
• Multiple Contacts within Contact Radius: multiple prim-
itives within the contact radius can affect x, which allows a
repulsive force to be generated for an arbitrary number of
close-by primitive pairs.
• Self-Intersection Aware: this contact force can identify
arbitrary layers of self-intersection, and effectively resolve
them.

Our normal contact force is derived from an offset geometry of the
original mesh, hence the name Offset Geometric Contact (OGC). We
construct the building blocks of this offset geometry by offsetting a
face along all its normal directions, which is given by its Polyhedral
Gauss Map (Section 3.1). We further provide constructive definitions
of those building blocks to determine whether a point is inside
(Section 3.2, 3.5), and define our own contact face set (Section 3.3).
Subsequently, we derive the penetration in the offset geometry
(Section 3.4) and introduce a new activation function to formulate
our normal contact energy (Section 3.6). At last we propose our
approach to guarantee penetration-free simulation (Section 3.7),
and compare it to IPC’s method (Section 3.8).

3.1 Polyhedral Gauss Map
We build the offset geometry using a way akin to tetmesh: offset
each face individually and use them as the building blocks of the
offset geometry. From the previous discussion, it is evident that the
normal contact force is always parallel to x𝑣−c(x𝑣, 𝑎), see Equation 1.
Since our goal is to achieve an orthogonal normal contact force,
intuitively, for any face 𝑎 we can design its building block such that
it contacts only points that generate contact forces parallel to the
normal at the contact point. In other words, it should only contact
points x ∈ R𝑁 that satisfies x − c(x, 𝑎) being parallel to the normal
of c(x, 𝑎).
On a smooth surface, enforcing such a condition is relatively

straightforward because each point on the surface has a unique nor-
mal. However, on a polyhedral surface, normals are not so trivially
defined, introducing additional complexity. These considerations
naturally lead to the concept of the Polyhedral Gauss Map (PGM).
Polyhedral Gauss Map is an analogy of a Gauss Map on a poly-

hedral surface, mapping a point on a polyhedral surface to their
associated normals. The key difference is that a point on a poly-
hedral surface can have multiple normals, as opposed to those on
smooth surfaces that only have one. The points that have more than
one normal lies on faces with dimensionality less than 2, such as
the vertices and edges of a 3D polyhedral mesh.
Echeverria [2007] proposed a form of Polyhedral Gauss Map

for vertices on a polyhedral mesh. Since all the normals are unit
vectors, we can draw them on a unit sphere. As illustrated in Figure 5,
Echeverria [2007] classifies vertices into three types: convex, mixed,
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(a) Convex Vertex (b) Mixed Vertex (c) Saddle Vertex

Fig. 5. Gauss map of different types of vertices (top row) and their
spherical indicatrix (bottom row). The area with the pink color repre-
sents the local geometry of the triangular mesh, and the solid green
area represents the normals where the point maps to.

and saddle, based on the geometry of their neighborhood which
are visualized using the pink surface. Following the terminology of
[Echeverria 2007], the neighbor area is called 𝑠𝑡𝑎𝑟 (𝑣).
As the name indicates, a convex vertex 𝑣 is one whose neigh-

borhood is convex. The Gauss Map of a convex vertex is relatively
straightforward, as shown in Figure 5a as the green volume. Intu-
itively, this volume corresponds to the set of points that are closer
to 𝑣 than any other points in 𝑠𝑡𝑎𝑟 (𝑣).
A mixed vertex 𝑣 is one that remains a vertex of the convex

hull of 𝑠𝑡𝑎𝑟 (𝑣). As shown in Figure 5b, the Gauss Map of a mixed
vertex consists of two distinct types of regions. one corresponds to
the positive curvature, as visualized by the green volume, which
corresponds to its Gaussmap as a vertex of the convex hull of 𝑠𝑡𝑎𝑟 (𝑣).
The red volume corresponds to regions of negative curvature, with
each negative segment associated with a non-convex neighboring
edge.

The final type is the saddle vertex, which lies within the interior
of the convex hull of 𝑠𝑡𝑎𝑟 (𝑣). The Gauss Map of a saddle vertex is
an empty set because such vertices exhibit no angular deficit.

Echeverria [2007] provided an intuitive explanation of their pro-
posed Gauss Map: plot all the normals of the neighboring facets
of a vertex onto the unit sphere, resulting in a set of points. Con-
nect these points in the counter-clockwise order of the neighboring
facets, following great circles, to form a polygon on the unit sphere.
In this representation:
• A neighboring facet corresponds to a vertex of the polygon.
• A neighboring edge corresponds to an arc-edge of the poly-
gon, which is perpendicular to the neighboring edge.
• The vertex itself corresponds to the polygon as a whole.

For a mixed vertex, due to its concavity, the polygon may contain
inverted areas. These inverted areas represent regions of negative
curvature.
The motivation for Echeverria [2007] to define the Polyhedral

Gauss Map is to extend Gauss–Bonnet theorem to a polyhedral
surface. That is why they only proposed the Gauss map of vertices

(a) Face Normals (b) Edge Normals

(c) Face Normal Spherical Indicatrix (d) Edge Normals Spherical Indicatrix

Fig. 6. Illustration of Gauss Maps of a facet (triangle) and an edge. In
the top row, the area with the pink color represents the local geometry
of the triangular mesh, and the solid green area represents the normals
to which the point maps. In the bottom row, we show the spherical
indicatrix, i.e. visualize the corresponding point’s normal on a unit
sphere.

because only vertices are integrated. However, in our case, we also
need to define the Polyhedral Gauss Map of edges and facets. Since
all points in the interior of a face share the same normal, we can
instead define the Gauss Map at the level of faces. We denote the
Gauss Map of a face 𝑎 as N𝑎 .

The GaussMap for points on facets and edges is relatively straight-
forward. As shown in Figure 6c, all points on the interior of a facet
map to a single point on the unit sphere, corresponding to the nor-
mal of that face, see Figure 6a. Conversely, a point on the interior of
an edge corresponds to multiple normals, maps to an arc on the unit
sphere see Figure 6b and Figure 6d. This is because that the mesh is
flats on all the triangles, and it "turns" on edges, and the normals of
each edge correspond to how much angle the surface turns.
For vertex Gauss maps, we adopt a slightly modified definition

tailored to our use case in contact detection. Unlike Echeverria
[2007], which defines the Gauss Map from a curvature point of
view, we follow a discrete interpretation of the Hilbert Projection
Theorem. Specifically, if n is the normal at point y on𝑀 , then for
any point x satisfies x = 𝑤n + y,𝑤 > 0, y must be closer to x than
its local neighborhood. This perspective alters the Gauss Map of
mixed vertices to only include the region corresponding to positive
curvature, i.e., the green area in Figure 5b. This adjustment not
only simplifies the computation but also ensures that when a vertex
contacts a point, it is the locally closest point to that point.

We alsomake some specific treatments to a facet’s 𝑡 (e.g., triangles)
Gauss Map, we define:

N𝑡 = {n𝑡 ,−n𝑡 }, (6)
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where n𝑡 is the normal of 𝑡 . In other words, we offset a facet to both
of its sides.

3.2 Constructive Definition of Blocks
Nowwe have clarified the definition of normals on a discrete surface.
We can offset points on𝑀 along their normal directions to construct
building blocks of the offset geometry.
For a face 𝑎 ∈ 𝑀 , we offset its interior points to construct the

fundamental building blocks of the offset geometry:

𝑈𝑎 = {x ∈ R𝑁 |x = y +𝑤𝑟n𝑎,where y ∈ 𝑎◦, n𝑎 ∈ N𝑎,𝑤 ∈ [0, 1]}
(7)

where 𝑟 > 0 is the offset radius, and 𝑎◦ denotes the interior of face
𝑎. For convenience we let 𝑣◦ = 𝑣 . We only offset the interior of a
face because the boundary points are actually points on a lower
dimensional face.
We refer to 𝑈𝑎 as the block derived from face 𝑎, it serves as a

fundamental building block of the offset manifold. The definition
provided in Equation 7 reflects the essence of these blocks but is
computationally challenging to implement. Fortunately, the earlier
specialized treatment of mixed vertices enables this constructive
formulation of blocks.
A vertex block of a vertex 𝑣 ∈ V is the region enclosed by all

planes passing through 𝑣 and perpendicular to its convex neighbor-
ing edges (i.e., the edges that remain as edges in the convex hull
of 𝑠𝑡𝑎𝑟 (𝑣)). As illustrated in Figure 7d, its shape resembles a ball
with radius 𝑟 , cut by multiple planes that are perpendicular to its
neighboring edges. The constructive definition of𝑈𝑣 is as follows:

𝑈𝑣 = {x ∈ R𝑁 | | |x − x𝑣 | | ≤ 𝑟, (x − x𝑣) (x𝑣 − x′𝑣) ≥ 0 for 𝑣 ′ ∈ V𝑣},
(8)

where x𝑣 denote the position of vertex 𝑣 , and V𝑣 is the set of all
vertices adjacent to 𝑣 . Note that we do not differentiate non-convex
neighboring edges. This is because the planes associated with non-
convex neighboring edges only intersect with𝑈𝑣 at 𝑣 and, therefore,
do not influence the shape of 𝑈𝑣 in the definition given by Equa-
tion 8.
An edge block of an edge 𝑒 ∈ E is illustrated in Figure 7b. It is a

cylinder with a radius of 𝑟 being cut by 4 planes: 2 being perpendic-
ular to the edge and 2 being perpendicular to each of the edge’s two
neighboring faces. The constructive definition of𝑈𝑒 is as follows:

𝑈𝑒 ={x ∈ R𝑁 |
𝑑𝑖𝑠 (x, 𝑒) ≤ 𝑟,
(x − x𝑣𝑒,1 ) (x𝑣𝑒,2 − x𝑣𝑒,1 ) > 0,
(x − x𝑣𝑒,2 ) (x𝑣𝑒,1 − x𝑣𝑒,2 ) > 0,
(x − p(x(𝑣𝑒,1), x(𝑣𝑒,2), x𝑣𝑒,next )·
(p(x𝑣𝑒,1 , x𝑣𝑒,2 , x𝑣𝑒,next ) − x𝑣𝑒,next ) ≥ 0
for 𝑣𝑒,next ∈ V𝑒 }

(9)

where 𝑣𝑒,1 and 𝑣𝑒,2 are the two vertices of 𝑒 , p(x1, x2, x3) computes
the perpendicular foot for x3 on the line defined by x1, x2, andV𝑒
is the set of the vertices that share a facet with 𝑒 . It is worth noting
that since 𝑀 is a manifold, V𝑒 can contain at most two vertices,
each belonging to one of 𝑒’s neighboring faces. Additionally, when
𝑒 is a boundary edge, V𝑒 contains only one vertex, resulting in

(a) Vertex Block (b) Edge Block

(c) Boundary Edge Block (d) Facet Block

Fig. 7. Illustration of blocks corresponding to different types of faces.
The regions shaded in light green represent the blocks, while the areas in
solid green indicate the faces associated with these blocks. Boundaries
marked with dashed lines are open, whereas those with solid colors
are closed.

a half-cylinder-like block for the boundary edge, as illustrated in
Figure 7c.
The block of a face 𝑡 ∈ T is straightforward: it is formed by off-

setting the face along its normal direction by a distance 𝑟 , forming a
prism (see Figure 7a). The constructive definition of𝑈𝑡 is as follows:

𝑈𝑡 ={x ∈ R𝑁 |
𝑑𝑖𝑠 (x, 𝑡) ≤ 𝑟,
(p(x1, x2, x3) − x) (p(x1, x2, x3) − x3) > 0,
(p(x2, x3, x1) − x) (p(x2, x3, x1) − x1) > 0,
(p(x1, x3, x2) − x) (p(x1, x3, x2) − x2) > 0
where x1, x2, x3 are the three vertices of 𝑡}

(10)

Another advantage of this constructive definition is that it nat-
urally gives the definition of boundary edges and vertices, whose
normals are not defined by Echeverria [2007].

3.3 Contact Face Set
U = {𝑈𝑎 | 𝑎 ∈ V ∪ E ∪ T } (11)

We callU the Intersection Aware Offset Geometry of𝑀 . The Inter-
section Aware Offset Geometry serves as an analogy to volumetric
meshes. The elements in U act as a building block of the geome-
try, as tetrahedron to tetmesh. A point can intersect with multiple
𝑈𝑎 ∈ U, this is how we know it has multi-layers of intersection
withU.

Based onU, we can define a new type of Contact Face Set as:

FOGC (𝑣) = {𝑎 | x𝑣 ∈ 𝑈𝑎, 𝑣 ⊄ 𝑎}. (12)

We refer to |FOGC (x𝑣) | as the number of layers of intersections for
𝑣 .

For a point x ∈ R𝑁 and a face 𝑎, if x ∈ 𝑈𝑎 , there must exist
y ∈ 𝑎◦ such that x = y +𝑤𝑟n, where n ∈ N𝑎,𝑤 ∈ [0, 1]. Since 𝑎 is
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a linear element, y = c(x, 𝑎) must hold, which means x − c(x, 𝑎) =
𝑤𝑟n. Therefore, our selection of Contact Face Set FOGC guarantees
that each point will only contact faces that generate orthogonal
normal contact force. In fact, our contact model has the following
advantages:
• Orthogonality: for each point x ∈ 𝑈𝑎 , (x − c(x, 𝑎)) ⊥ 𝑎 in a
discrete sense.
• Local Exclusiveness: if 𝑎 ⊂ 𝑏,𝑈𝑎 ∩𝑈𝑏 = ∅.
• Covering𝑀+𝑟 :

⋃
𝑈𝑎∈U 𝑈𝑎 = 𝑀+𝑟 , i.e.,U is a cover of𝑀+𝑟 .

• Local Closest-ness: if x ∈ 𝑈𝑎 , for 𝑏 satisfies 𝑎 ⊂ 𝑏 or 𝑏 ⊂ 𝑎,
we have 𝑑𝑖𝑠 (x, 𝑎) < 𝑑𝑖𝑠 (x, 𝑏).

The covering property ensures the geometry we defined reflects
the offset geometry 𝑀+𝑟 . However, it added more information to
𝑀+𝑟 . The local exclusiveness ensures that each block 𝑈𝑎 can be a
unique indicator of layers of intersections of the offset geometry,
such as the overlapped part shown in Figure 4c.
It is worth noting that the block of a saddle vertex is an empty

set, i.e., it will not contact with any other point. This is acceptable
because if a point’s distance to such a vertex is less than 𝑟 , there
must be at least one neighbor face or edge that is contacting with
such a point.

3.4 Penetration Depth
Akin to Chen et al. [2023], each layer of intersection requires a
separate contact force to resolve. Naturally, we want to push the
intersecting point along the normal direction to the boundary.

From the definition of blocks provided in Equation 7, we can see
that if x ∈ 𝑈𝑎 , the distance to the surface of 𝑈𝑎 along the normal
direction is:

𝑑𝑝 = 𝑟 − ||x − c(x, 𝑎) | | = 𝑟 − 𝑑𝑖𝑠 (x, 𝑎), (13)

we refer to 𝑑𝑝 as the penetration depth of point x in 𝑈𝑎 . 𝑑𝑝 is a
function of the vertex position p and c(p, 𝑎). Therefore, the normal
contact potential derived from 𝑑𝑝 still accords with the formulation
Equation 1.

3.5 Offset Geometry for Edge-edge Contact
We have defined the offset manifold for vertex-facet contact. Now
we can define a new geometry by offsetting all the edges to support
edge-edge contact. We extract all the vertices and edges of 𝑀 to
construct a new geometry𝑀𝑒 , which we refer to as the edge-only
manifold.𝑀𝑒 will be a 1-dimensional manifold which only contains
𝑀’s wireframes.
In𝑀𝑒 , the Gauss map of an edge 𝑒 is a circle perpendicular to 𝑒

(see Figure 8a), and its corresponding block forms a cylinder with
𝑒 being its axis. The Gauss map of a vertex 𝑣 is a sphere cut by 2
planes perpendicular to 𝑣 ’s two neighbor edges, as illustrated in
Figure 8b, with its block being shaped correspondingly (Figure 8d).
The constructive definition of the edge block of𝑀𝑒 is:

𝑈 𝐸𝑒 ={x ∈ R𝑁 |
𝑑𝑖𝑠 (x, 𝑒) ≤ 𝑟
(x − x(𝑣𝑒,1)) (x(𝑣𝑒,2) − x(𝑣𝑒,1)) > 0,
(x − x(𝑣𝑒,2)) (x(𝑣𝑒,1) − x(𝑣𝑒,2)) > 0}

(14)

(a) Edge Gauss Map (b) Vertex Gauss Map

(c) Edge Block (d) Vertex Block

Fig. 8. Illustration of Gauss Maps and blocks in the edge-only mani-
fold𝑀𝑒 of an edge and a vertex, respectively. The black dot represents
the vertex in the vertex block diagram, and the dashed lines indicate
open boundaries in the edge block diagram.

Similarly, the constructive definition of the vertex block of𝑀𝑒 is:

𝑈 𝑒𝑣 = {x ∈ R𝑁 | | |x − x𝑣 | | ≤ 𝑟, (x − x𝑣) (x𝑣 − x𝑣′ ) ≥ 0,∀𝑣 ′ ∈ V𝑣}
(15)

The difference between edge-edge contact and vertex-facet con-
tact is, that the force is applied on an edge instead of a single vertex.
Similarly, we can define the normal contact potential for the edge-
edge contact:

𝐸𝑒𝑒𝑛 (𝑀) =
∑︁

𝑒,𝑒′∈E𝐶OGC

𝑔(𝑑𝑖𝑠 (𝑒, 𝑒′), 𝑟 ) (16)

where EOGC is the set of all the actively contacting edge-edge pairs:
EOGC ={{𝑒1, 𝑒2} |

𝑒1, 𝑒2 ∈ E,
𝑒1 ∩ 𝑒2 = ∅,
∃𝑎 ⊂ 𝑒𝑖 , c(𝑒𝑖 , 𝑒 𝑗 ) ∈ 𝑈𝑎holds for 𝑖 = 1, 𝑗 = 2 and 𝑖 = 2, 𝑗 = 1}

(17)
where c(𝑒𝑖 , 𝑒 𝑗 ) is 𝑒𝑖 ’s closest point to 𝑒 𝑗 .

The contact force between two edges is applied on two points:
c(𝑒, 𝑒′) and c(𝑒′, 𝑒). Li et al. [2020] provided a way to smoothly filter
out the parallel edge contact to avoid instability. Here we apply a
similar procedure to our edge-edge contact force.

3.6 A 𝐶2 Continuous 2-Stage Activation Function
The quadratic activation function is widely used because of its
simplicity and non-stiff nature. However, it has a drawback: the
contact normal force does not become infinite as two primitives
approach each other. This would result in penetration when the
large forces are pushing primitives towards each other.

To make sure the contact force will eventually get strong enough
to overcome all other forces to successfully separate contacting
primitives, the barrier activation function [Li et al. 2020] became
a popular choice. Their barrier function is a logarithmic function,
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multiplied by a quadratic function to make sure it is 𝐶2 continuous
at the point where the contact force disappears.

We propose a novel 2-stage activation function, which possesses
the advantage of both of those energies:

𝑔(𝑑, 𝑟 ) =
{
𝑘𝑐
2 (𝑟 − 𝑑)

2 if 𝜏 ≤ 𝑑 ≤ 𝑟
−𝑘′𝑐𝑙𝑜𝑔(𝑑) + 𝑏 if 0 < 𝑑 < 𝜏

(18)

where𝑘𝑐 and𝑘′𝑐 are 2 stiffness factors of the 2 stages, 𝜏 is a parameter
determining where to stitch between those 2 stages. To make the
function 𝐶1 continuous at 𝑑 = 𝜏 , 𝑘′𝑐 and 𝑏 need to satisfy:

𝑘′𝑐 = 𝜏𝑘𝑐 (𝜏 − 𝑟 )2 (19)

𝑏 =
𝑘𝑐

2
(𝑟 − 𝜏)2 + 𝑘′𝑐𝑙𝑜𝑔(𝜏) (20)

This leaves us only one configurable parameter 𝑘𝑐 , from which 𝑘′𝑐
and 𝑏 can be computed accordingly. We further let 𝜏 = 𝑟

2 to make it
𝐶2 continuous.

This is a combination of a pure quadratic function and a pure
logarithmic function. With the 𝑘𝑐 properly set, most of the contacts
will be handled in the quadratic stage, benefiting from the faster
convergence of the quadratic function. In the second stage, since it is
a pure logarithmic function, it is still less stiff than IPC’s formulation
Li et al. [2020].
Combining this activation function with our contact sets FOGC

and EOGC, we have obtained a normal contact energy that is 𝐶2

continuous on most part (see the explanation in the Limitation
Section) ofU. Additionally, the normal contact force derived from
this normal contact energy is always orthogonal to the primitive it
acts upon.

3.6.1 Friction. With the properly designed normal contact force,
we can compute the friction force using the friction coefficient to
compute the friction force. We use the lagged formulation of friction
provided by Li et al. [2020], with the modification proposed by Chen
et al. [2024b] to improve the stability.

3.7 Penetration-Free Simulation
We employ the technique provided in [Wu et al. 2020] to guarantee
penetration-free simulation. This technique relies on computing a
conservative bound for each vertex 𝑣 :

𝑏𝑣 = 𝛾𝑝 min(𝑑min,𝑣, 𝑑
𝐸
min,𝑣, 𝑑

𝑇
min,𝑣), (21)

where 0 < 𝛾𝑝 < 0.5 is a relaxation parameter and 𝑑min,𝑣 is 𝑣 ’s
minimal distance to all the facets that do not include 𝑣 :

𝑑min,𝑣 = min
𝑡 ∈T,𝑣∉𝑡

𝑑𝑖𝑠 (x𝑣, 𝑡), (22)

and 𝑑𝐸min,𝑣 is the minimal value of 𝑣 ’s neighbor edges’ minimal
distances to all other edges:

𝑑𝐸min,𝑣 = min
𝑒∈E𝑣

𝑑min,𝑒 , (23)

𝑑min,𝑒 = min
𝑒′∈E,𝑒∩𝑒′=∅

𝑑𝑖𝑠 (𝑒, 𝑒′), (24)

and 𝑑𝑇min,𝑣 is the minimal value of 𝑣 ’s neighbor facets’ minimal
distances to all other vertices:

𝑑𝑇min,𝑣 = min
𝑡 ∈T𝑣

𝑑min,𝑡 , (25)

𝑑min,𝑡 = min
𝑣′∈V,𝑣′⊄𝑡

𝑑𝑖𝑠 (𝑣 ′, 𝑡), (26)

where E𝑣 and T𝑣 represents 𝑣 ’s neighbor edges and facets respec-
tively.
If the model starts in an intersection-free state 𝑋prev, it will re-

main intersection-free in state if each x𝑣 satisfies:

| |x𝑣 − xprev𝑣 | | ≤ 𝑏𝑣,∀𝑣 ∈ V . (27)

Startingwith a penetration-free state𝑋prev, ourmethod computes
𝑏𝑣 and records xprev𝑣 for each 𝑣 . Then after some solver iterations,
each vertex will reach a new position x𝑣 . Our method checks each
vertex individually to see if it satisfies the condition in Equation 27. If
a vertex does not satisfy the condition, its displacement is truncated
to stay within the conservative bound. 𝑏𝑣 . Subsequently, our method
recomputes 𝑏𝑣 and records x as the penetration-free starting state,
repeating this process iteratively.

Since the conservative bound and𝑋prev can be updated as needed
during the solver’s iterations, they do not restricted each vertex’s
total displacement within a time step, only limiting the displacement
within each individual iteration. A vertex near an obstacle may
be constrained in initial iterations, but the bound-update will be
triggered once it reaches the bound. The new bound becomes larger
since the repulsive force pushes it away from the obstacle. This
procedure will repeat until convergence. As shown in Figure 17, the
solver converges under these bounds without introducing additional
artifacts.

3.8 Comparing to IPC
Our method can be viewed as a trust region based method for a
constrained optimization problem, where the constraints are the
penetration-free constraints. The spherical region we compute for
each vertex is the trust region we formulate to enforce the con-
straints. In contrast, IPC [Li et al. 2020] employs a CCD-aware line
search technique to achieve penetration free-state, which requires
truncating the step.
The CCD-aware line search technique maintains a penetration-

free state by applying CCD after every iteration of the optimization.
It truncates the optimization step of the physics solver at where the
first collision happens, thereby preventing penetration. However,
this also means a local collision stops the progress of all other points,
even if those points are still far from intersecting. This is illustrated
in Figure 9b, where the whole step is stopped by the vertex in
the middle which is closest to the obstacle. Each iteration can be
computationally expensive, and truncating the global optimization
step entirely often results in only a small fraction of the step being
utilized. This approach overlooks the fact that most parts of the
model could still make significant progress along the optimization
direction, leading to wasted computation and slower convergence.
This issue becomes particularly evident when parts of the model
are in close proximity to one another.
In our formulation, 𝑏𝑣 is different for each 𝑣 ∈ V , as illustrated

in Figure 9c. The value of 𝑏𝑣 is smaller in regions that are actively
in contact and larger in regions that are far from others. As a result,
each 𝑏𝑣 has only a local impact. Even when certain parts of the
model are close to each other, such as the vertices in the middle of
Figure 9c, the conservative bounds of other regions, like the vertices

ACM Trans. Graph., Vol. 44, No. 4, Article . Publication date: August 2025.



10 • Anka He Chen, Jerry Hsu, Ziheng Liu, Miles Macklin, Yin Yang, and Cem Yuksel

(a) Previous Position and a Full
Optimization Step (b) Iteration Using IPC’s Scheme

(c) Conservative Bounds (d) Iteration Using by Our Scheme

Fig. 9. Comparing different schemes to preserve penetration-free state
in a single solver iteration. The black line represents the shape
of 𝑀 , the dashed gray line represents the destination position after
taking a full step given by the optimizer in that iteration, the red
circle represents an obstacle, and the green dots represent vertices of
𝑀 . (a) The penetration-free position 𝑋 prev in the previous iteration,
and a position 𝑋 + Δ𝑋 after taking a full optimization step, which
presents penetration; (b) the penetration-free optimization step given
using IPC’s CCD-aware line search scheme; (c) illustration of out
conservative bounds 𝑏𝑖 which vary at each vertex; (d) the penetration-
free optimization step given by our scheme.

on the sides, remain unaffected. These unaffected regions can still
utilize relatively large step sizes.
Our contact force formulation allows for a significantly larger

contact radius compared to IPC. As a result, even primitives that
are actively in contact can maintain a relatively large distance. This,
in turn, enables our method to take bigger steps per iteration and
achieve fast convergence, despite employing conservative bound
truncation. In contrast, simply combining our trust-region-based
optimization scheme with IPC’s contact energy will not work, be-
cause a small contact radius as IPC uses will result in a near-zero
conservative bound..
Furthermore, as we will explain in the next section, there is no

need to use a separate function to compute 𝑏𝑣 . Instead, this can
be seamlessly integrated into the contact detection process with
negligible overhead. Additionally, the computation of 𝑏𝑣 is fully
parallel, and does not require CPU-GPU synchronization when
implemented on GPU. This approach offers a significant advantage
over the CCD-based line search employed by IPC, which requires
multiple computationally expensive continuous collision detections
and synchronizations in a single iteration.

3.9 Offset Geometry for Mesh with Different
Dimensionalities

It is straightforward to apply OGC to the surface of a volumetric
object to ensure penetration-free contact simulation. However, when
simulating volumetric objects, users can choose either to enforce
penetration constraints for robustness or to omit them for efficiency,
as volumetric intersections can be resolved after occurrence (Chen
et al. [2023]). Therefore, for volumetric mesh simulations, we can
skip conservative bound culling to accelerate convergence. Here we
propose a faster method specially tailored for the volumetric mesh
simulations.

For a volumetric mesh𝑀 , the offset operation should be applied
to its surface 𝜕𝑀 to obtain an intersection-aware offset geometry
U(𝜕𝑀). Note that in this case, we only offset the geometry out-
ward, in the direction of the surface normal. The penetration depth
computed fromU(𝜕𝑀) is compatible with the penetration depth
provided by Chen et al. [2023].
We use pure quadratic contact energy in volumetric simulation,

e.g., only using the first stage of Equation 18. At the beginning of
each step, the simulator performs DCD (discrete collision detection)
for each vertex to determine whether they have intersected 𝑀 . If
penetration is detected, the simulator computes the penetration
depth 𝑑𝑝 using the method proposed by Chen et al. [2023]. This
penetration depth needs to be adjusted to 𝑑𝑝 + 𝑟 to match the pen-
etration depth of the offset geometry. If no intersection is found,
the simulator performs another DCD to detect its intersection with
U(𝜕𝑀) and computes the penetration depth inU(𝜕𝑀) . This en-
sures that the penetration depths in𝑀 andU(𝜕𝑀) are consistent,
resulting in consistent contact forces from both the inside and out-
side of the mesh. The contact force is greater than 0 at 𝜕𝑀 due to the
offset layer. With properly adjusted contact stiffness, most contact
will still occur outside the mesh, maintaining an intersection-free
state for most parts of the mesh. We use this scheme to handle the
cloth-body contact in our cloth simulation experiments.

For 1D meshes immersed in 3D space, such as those used in hair
and yarn-level simulations, they can be treated in the same way
as the edge-only manifold proposed in Section 3.5. Specifically, we
employ this contact model to generate the yarn simulation results
presented in Figure 15 and Figure 16.

4 ALGORITHM
We have defined the contact force and energy for the vertex-facet
contact and the edge-edge contact. Now we propose the algorithms
to practically detect those contacts. Since the intersection-aware off-
set geometry is composed of many blocks, a trivial implementation
will be building a BVH (Bounding Volume Hierarchy) of all those
blocks, and looping through all the vertices and edges to detect
intersections with those blocks.
However, these blocks correspond to different types of faces,

including vertices, edges, and facets. Building a BVH that contains all
these blocks would result in an excessively large structure. Instead,
we present a method that only requires building a BVH for the
faces with the highest dimensionality: facets for vertex-facet contact
detection and edges for edge-edge contact detection. Note that such
a BVH is constructed based on the bounding boxes of original faces,
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not the offset ones. Additionally, those algorithms are capable of
computing𝑑min,𝑣 ,𝑑𝐸min,𝑣 , and𝑑

𝑇
min,𝑣 simultaneously with the contact

detection.

4.1 Vertex Facet Contact

Algorithm 1: vertexFacetContactDetection
Input: 𝑣 : a vertex, 𝑟 : contact radius, 𝑟𝑞 : query radius
Output: FOGC (𝑣): set of faces that are in contact with 𝑣 ;
VOGC (𝑡): set of vertices that are in contact with 𝑡 ;
𝑑min,𝑣 : the minimal distance from 𝑣 to another faces;
𝑑min,𝑡 : the minimal distance from 𝑡 to all other vertices.

1 𝑑min,𝑣 = 𝑟𝑞
// sphere query on the facet BVH with center x(𝑣) and radius 𝑟𝑞

2 for each 𝑡 ∈ T s.t. 𝑑𝑖𝑠 (𝑣, 𝑡) < 𝑟𝑞 do
// avoid contact with adjacent facet

3 if 𝑣 ⊂ 𝑡 then continue
4 𝑑 = 𝑑𝑖𝑠 (𝑣, 𝑡)
5 𝑑min,𝑣 =𝑚𝑖𝑛(𝑑,𝑑min,𝑣)

// multiple vertex query threads may access the same 𝑑𝑚𝑖𝑛,𝑓
simultaneously, thus this must be an atomic min operation

6 𝑑min,𝑡 = min(𝑑,𝑑min,𝑡 )
7 if 𝑑 < 𝑟 then
8 𝑎 = closestFaceFacetToVertex(𝑣, 𝑡)

// avoid duplicated contact with 𝑎 detected from a neighbor facet
9 if 𝑎 ∈ FOGC (𝑣) then continue

10 if 𝑎 ∈ V then
// Equation 8

11 if checkVertexFeasibleRegion(x(𝑣), 𝑎) then
12 FOGC (𝑣) = FOGC (𝑣) ∪ {𝑎}
13 VOGC (𝑡) = VOGC (𝑡) ∪ {𝑣}
14 else if 𝑎 ∈ E then

// Equation 9
15 if checkEdgeFeasibleRegion(x(𝑣), 𝑎) then
16 FOGC (𝑣) = FOGC (𝑣) ∪ {𝑎}
17 VOGC (𝑡) = VOGC (𝑡) ∪ {𝑣}
18 else

// 𝑣 must be in the feasible region in this case
19 FOGC (𝑣) = FOGC (𝑣) ∪ {𝑡}
20 VOGC (𝑡) = VOGC (𝑡) ∪ {𝑣}
21 end
22 return FOGC (x𝑣), 𝑑min,𝑣

The algorithm for detecting vertex-facet contact is provided in
Algorithm 1. As previously mentioned, we only maintain a BVH for
all the facets. To detect vertex-facet contact, we do a point query
with center x(𝑣) and radius 𝑟𝑞 for each vertex 𝑣 ∈ V . 𝑟𝑞 is a custom
parameter satisfies 𝑟𝑞 ≥ 𝑟 .
For each facet 𝑓 within the query radius 𝑟𝑞 , the algorithm com-

putes its closest point to 𝑣 , the face 𝑎 on the facet where the closest
point is located, and the distance𝑑 = 𝑑𝑖𝑠 (𝑣, 𝑡) (line 4,5,8). Note that 𝑎
can be either a vertex, or an edge, or 𝑡◦. Then it updates 𝑣 ’s minimal
distance to facets, 𝑑min,𝑣 . We also update 𝑓 ’s minimal distance to

vertices in parallel, 𝑑min,𝑡 , using an atomic min operation. This is
to avoid a race condition since multiple vertex query threads can
access the same 𝑑min,𝑡 simultaneously.

Since all the vertices whose distance to 𝑡 is less than 𝑟𝑞 will visit
𝑡 , this ensures that we are computing the correct 𝑑min,𝑡 . Both 𝑑min,𝑣
and 𝑑𝑚𝑖𝑛,𝑓 are initialized as 𝑟𝑞 , because the query does not look
beyond that distance. This means that even if there are no active
contact pairs detected, 𝑑min,𝑣 and 𝑑𝑚𝑖𝑛,𝑓 are still upper-bounded by
𝑟𝑞 , because we do not know if there is a facet whose distance to
𝑣 is marginally larger than 𝑟𝑞 . That is why we make 𝑟𝑞 a separate
parameter. Making 𝑟𝑞 larger than 𝑟 will not detect more contacts, but
it can potentially improve the conservative bound for each vertex,
thereby enhancing convergence. In practice, we found an 𝑟𝑞 of 𝑟
plus the inertial displacement magnitude to strike a good balance
between query performance and bound size.

The next step will be determining whether 𝑎 is in contact with 𝑣 ,
i.e., whether 𝑣 ∈ 𝑈𝑎 . Note that when 𝑎 is not a facet, it is shared by
multiple neighboring facets. In this case, multiple facets can return
the same closest face 𝑎. To avoid duplicated contacts, we check
whether 𝑎 already exists in the contacting face set F𝑂𝐺𝐶 (x𝑣). If
𝑎 ∉ F𝑂𝐺𝐶 (𝑣), we proceed to check 𝑣 ∈ 𝑈𝑎 using𝑈𝑎 ’s constructive
definition (Equation 8, Equation 9). Note that if the closest point is
located in the interior of 𝑡 , i.e., 𝑎 = 𝑡 , 𝑣 ∈ 𝑈𝑎 is guaranteed. Therefore,
no feasible region check is required in this case. For the convenience
of contact force computation, we also maintain a listVOGC (𝑡) for
each 𝑡 ∈ T , which is the set of vertices that are in contact with 𝑡 .
After putting a face into F𝑂𝐺𝐶 (𝑣), we also put 𝑣 intoVOGC (𝑡) of
the corresponding facet using atomic operation.

According to Equation 13, if 𝑎 ∈ 𝑡 contacts with 𝑣 , it must be the
closest face on 𝑡 to 𝑣 . The local exclusive property guarantees that
𝑣 can only be in contact with at most one face on 𝑡 . If 𝑣 contacts
with 𝑎 ∈ 𝑡 , it will not contact all other faces of 𝑡 . Since 𝑣 will visit
all the facets whose distance to 𝑣 is less than 𝑟 , this guarantees that
Algorithm 1 will not miss or duplicate any vertex-facet contact.

4.2 Edge Edge Contact
Similarly, we give the algorithm that detects edge-edge contact in
Algorithm 2. Similar to Algorithm 1, it works on the BVH of all the
edges, and applies a sphere query centered at x𝑚 with radius 𝑟𝑞 + 𝑙2
for each edge, where x𝑚 and 𝑙 are the midpoint and length of that
edge, respectively. Each query also computes the 𝑑min,𝑒 . Since every
edge has its query thread, no automatic operation is needed here.
Note that since each edge detects its own contacts, each edge-edge
contact will be automatically detected exactly twice: one from each
side.

4.3 Simulation Pipeline
Now that we have provided the contact energy and the algorithms
to detect those contacts, the next step would be integrating it into an
actual simulation pipeline. Theoretically, the contact force we for-
mulated can be used in a variety of time integrators, including both
explicit and implicit ones. Here we provide an algorithm combining
Offset Geometric Conact with backward Euler in Algorithm 3.

There are 3 major stages of the simulation pipeline: contact detec-
tion (line 4 ∼ 19), simulation solve (line 20 ∼ 22), and conservation
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Algorithm 2: edgeEdgeContactDetection
Input: 𝑒: a edge, 𝑟 : contact radius, 𝑟𝑞 : query radius
Output: EOGC (𝑒): set of faces contacting 𝑒;
𝑑min,𝑒 : the minimal distance from 𝑒 to all other edges.

1 𝑑min,𝑒 = 𝑟𝑞
2 x𝑚 = midpoint of 𝑒
3 𝑙 = length of 𝑒

// sphere query on the facet BVH with center x𝑚 and radius 𝑟𝑞 + 𝑙2
4 for each 𝑒′ s.t. 𝑑𝑖𝑠 (𝑒, 𝑒′) < 𝑟𝑞 + 𝑙2 do

// avoid contact with adjacent edge
5 if 𝑒 ∩ 𝑒′ ≠ ∅ then continue
6 𝑑 = 𝑑𝑖𝑠 (𝑒, 𝑒′)
7 𝑑min,𝑒 =𝑚𝑖𝑛(𝑑,𝑑min,𝑒 )
8 if 𝑑 < 𝑟 then
9 x𝑐 = C(𝑒, 𝑒′)

10 𝑎 = closestFaceEdgetToEdge(𝑒, 𝑒′)
// avoid duplicated contact with 𝑎 detected from a neighbor facet

11 if {𝑒, 𝑎} ∈ EOGC (𝑒) then continue
12 if 𝑎 ∈ V then

// Equation 15
13 if checkVertexFeasibleRegionEdgeOffset(x𝑐 , 𝑎)

then
14 EOGC (𝑒) = EOGC (𝑒) ∪ {𝑒, 𝑎}
15 else

// 𝑣 must be in the feasible region in this case
16 EOGC (𝑒) = EOGC (𝑒) ∪ {𝑒, 𝑒′}
17 return EOGC (𝑒), 𝑑min,𝑒
18 end

bound truncation (line 23 ∼ 30). We will introduce each stage corre-
spondingly.

4.3.1 Contact Detection. In the contact detection stage, the simula-
tor will apply the previously provided contact detection algorithms
to the model. Note that before we apply the vertex-facet contact
detection, we need to initialize all the 𝑑min,𝑓 to their upper-bound
𝑟𝑞 (line 6, 7). Then we apply all the vertex-facet contact and edge-
edge contact detections in parallel, which computes the contacting
faces and each face’s minimal distance from other faces. At last, the
simulator computes the conservative bounds 𝑏𝑣 for all the vertices
based on that information (line 17 ∼ 19).

4.3.2 Simulation Solve. The first step in simulation solving is to
apply an initialization that avoids penetration. A trivial approach is
to use the positions from the previous step, but a better initialization
can improve convergence and reduce damping. Since any guess
within conservative bounds will be penetration-free, we can choose
an arbitrary initialization scheme and truncate it to stay within
these bounds, ensuring a penetration-free start:

xinit∗𝑣 =


xinit𝑣 if | |xinit𝑣 − x𝑡𝑣 | | ≤ 𝑏𝑣
xinit𝑣 −x𝑡𝑣
| |xinit𝑣 −x𝑡𝑣 | |

𝑏𝑣 + x𝑡𝑣 if | |xinit𝑣 − x𝑡𝑣 | | > 𝑏𝑣
(28)

Algorithm3: Simulation StepwithOffset Geometry Contact
Input: 𝑋 𝑡 ∈ R𝐾×3: stacked positions of vertices from previous step;
v𝑡 ∈ R𝐾×3: stacked velocities of vertices from previous step;
aext: external acceleration;
𝛾 : a parameter controls when to do a new collision detection;
𝑀 = {V, E, T};
𝑟 : contact radius, 𝑟𝑞 : query radius
Output: 𝑋 ∈ R𝐾×3: stacked positions of vertices for current step

1 collisionDetectionRequired = true
2 𝑋 = 𝑋 𝑡

3 𝑌 = 𝑋 𝑡 + Δ𝑡v𝑡 + Δ𝑡2aext
4 for each 𝑖 in 1, 2, . . . , 𝑛iter do
5 if collisionDetectionRequired then

// Initialize 𝑑min,𝑡 to their upper-bound
6 parallel for each 𝑡 ∈ T do
7 𝑑min,𝑡 = 𝑟𝑞
8 end
9 parallel for each 𝑣 ∈ V do

10 FOGC (𝑣), 𝑑min,𝑣 =

vertexFacetContactDetection(𝑣, 𝑟, 𝑟𝑞 )
11 end
12 parallel for each 𝑒 ∈ E do
13 EOGC (𝑒 ), 𝑑min,𝑒 =

edgeEdgeContactDetection(𝑒, 𝑟, 𝑟𝑞 )
14 end
15 𝑋 prev = 𝑋

16 collisionDetectionRequired=false
17 parallel for each 𝑣 ∈ V do

// Equation 21
18 𝑏𝑣 = computeConservative(𝑣)
19 end
20 if 𝑖 == 1 then
21 𝑋 = applyInitialGuess(𝑋 𝑡 , v𝑡 , aext )
22 𝑋 =

simulationIteration({FOGC}, {VOGC}, {EOGC}, 𝑋,𝑋 𝑡 , 𝑌 , v𝑡 , aext, 𝑀)

23 numVerticesExceedBound = 0
// Truncated the vertex displacements to be within 𝑏𝑣

24 parallel for each 𝑣 ∈ V do
25 if | |x𝑣 − xprev𝑣 | | > 𝑏𝑣 then
26 x𝑣 =

x𝑣−x
prev
𝑣

| |x𝑣−x
prev
𝑣 | |

+ xprev𝑣

// Atomic increment
27 numVerticesExceedBound++
28 end
29 if numVerticesExceedBound >= 𝛾𝑒𝐾 then

// If a certain amount of vertices move out of their conservative
bounds, do a new collision detection

30 collisionDetectionRequired = true
// Optional Convergence Evaluation

31 if
evaluateConvergence({FOGC}, {VOGC}, {EOGC}, 𝑋,𝑋 𝑡 , v𝑡 , aext, 𝑀 )
then

32 break
33 end
34 return 𝑋
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Algorithm 4: VBD Iteration with Contact
Input: 𝑋 : the initialization value; 𝑋 𝑡 : the positions of the previous

step; 𝑌 : the inertia;
Output: This step’s position x𝑡+1 and velocity v𝑡+1.

1 for each color 𝑐 do
// Block-level parallelization

2 parallel for each vertex 𝑣 in color 𝑐 do
3 f𝑣 = −𝑚𝑣ℎ2 (x𝑣 − y𝑣 ) , H𝑣 = 𝑚𝑣

ℎ2
I

// Thread-level parallelization
4 parallel for each 𝑡 ∈ T𝑣 do

// Variables in shared memory

5 f𝑣,𝑡 = − 𝜕𝐸𝑡𝜕x𝑣 , H𝑣,𝑡 =
𝜕2𝐸𝑡
𝜕x𝑣𝜕x𝑣

6 end
// Local reduction sums

7 f𝑣+=
∑
𝑡 ∈T𝑣 f𝑣,𝑡 , H𝑣+=

∑
𝑡 ∈T𝑣 H𝑣,𝑡

// Thread-level parallelization
8 parallel for each 𝑒 ∈ E𝑣 do

// Variables in shared memory

9 f𝑣,𝑒 = − 𝜕𝐸𝑒
𝜕x𝑣 , H𝑣,𝑒 =

𝜕2𝐸𝑒
𝜕x𝑣𝜕x𝑣

10 end
// Local reduction sums

11 f𝑣+=
∑
𝑒∈E𝑣 f𝑣,𝑒 , H𝑣+=

∑
𝑡 ∈E𝑣 H𝑣,𝑒

// Accumulate the force and Hessian of the vertex-facets contact of
the vertex side

// Thread-level parallelization
12 parallel for each 𝑎 ∈ FOGC (𝑣) do

// Variables in shared memory

13 f𝑣,𝑎 = − 𝜕𝐸
𝑣,𝑓
𝑐 (𝑣,𝑎)
𝜕x𝑣 , H𝑣,𝑎 =

𝜕2𝐸𝑣,𝑓𝑐 (𝑣,𝑎)
𝜕x𝑣𝜕x𝑣

14 end
// Local reduction sums

15 f𝑣+=
∑
𝑎∈FOGC (𝑣) f𝑣,𝑎 , H𝑣+=

∑
𝑎∈FOGC (𝑣) H𝑣,𝑎

// Accumulate the force and Hessian of the vertex-facets contact of
the neighbor facets

16 for each 𝑡 ∈ T𝑣 do
// Thread-level parallelization

17 parallel for each 𝑣′ ∈ VOGC (𝑡 ) do
// Variables in shared memory

18 f𝑡,𝑣′ = −
𝜕𝐸
𝑣,𝑓
𝑐 (𝑣′,𝑡 )
𝜕x𝑣 , H𝑡,𝑣′ =

𝜕2𝐸𝑣,𝑓𝑐 (𝑣′,𝑡 )
𝜕x𝑣𝜕x𝑣

19 end
// Local reduction sums

20 f𝑣+=
∑
𝑣′∈VOGC (𝑡 ) f𝑡,𝑣′ , H𝑣+=

∑
𝑣′∈VOGC (𝑡 ) H𝑡,𝑣′ ;

21 end
// Accumulate the force and Hessian of the edge-edge contact of
neighbor edges

22 for each 𝑒 ∈ E𝑣 do
// Thread-level parallelization

23 parallel for each 𝑒′ ∈ EOGC (𝑒 ) do
// Variables in shared memory

24 f𝑒,𝑒′ = −
𝜕𝐸
𝑒,𝑒
𝑐 (𝑒,𝑒′ )
𝜕x𝑣 , H𝑒,𝑒′ =

𝜕2𝐸𝑒,𝑒𝑐 (𝑒,𝑒′ )
𝜕x𝑣𝜕x𝑣

25 end
// Local reduction sums

26 f𝑣+=
∑
𝑒′∈EOGC (𝑒 ) f𝑒,𝑒′ , H𝑣+=

∑
𝑒′∈EOGC (𝑒 ) H𝑒,𝑒′ ;

27 end
28 x𝑣 ← x𝑣 + H−1𝑣 f𝑣
29 end
30 end
31 return 𝑋

where xinit∗𝑣 and xinit𝑣 are the initialization post and pre truncation,
respectively, x𝑡𝑣 is 𝑣 ’s position at the last step.
The second step is solving the non-linear equation of the back-

ward Euler time integration. OGC is compatible with various solvers,
such as Newton’s method, gradient descent, and block coordinate
descent, provided they work with the energy formulation of OGC.
These solvers can be seen as functions that yield a displacement
from the previous position to reduce the energy. To prevent pene-
tration, we need to post-process the displacements by truncating
them within the conservative bounds.

Here we present an efficient GPU implementation of a VBD [Chen
et al. 2024b] solver, as shown in Algorithm 4. In this algorithm,𝑚𝑣
denotes the mass of vertex 𝑣 , 𝐸𝑡 the elastic energy of facet 𝑡 , 𝐸𝑒 the
bending energy of edge 𝑒 , and 𝐸𝑣,𝑓𝑐 and 𝐸𝑒,𝑒𝑐 represent the contact
energies (including both normal and frictional components) for
vertex-facet and edge-edge contacts, respectively. We employ a two-
level parallelism scheme similar to that in [Chen et al. 2024b], except
we use thread-level parallelism to accumulate contact forces and
Hessians for each vertex, as well as for its neighboring facets and
edges.

4.3.3 Conservative Bound Truncation. According to Equation 27,
starting from a penetration-free state 𝑋prev, as long as the displace-
ment of each vertex satisfies | |Δx𝑣 | | < 𝑏𝑣 , it is guaranteed that
the model will not create any penetration. Note that Δx𝑣 may not
be the displacement of a single iteration of simulation but can be
the accumulated displacement from multiple iterations. Therefore,
collision detection is not needed in every iteration to guarantee a
penetration-free state. Only when some vertices have exceeded their
conservative bounds, new collision detection is needed to refresh
the conservative bounds and recalculate the contacts.
This property is particularly beneficial for first-order or locally

second-order methods, such as gradient descent or vertex block
descent, since these methods create relatively small displacements
at each iteration, and each iteration is very fast. For these methods,
new collision detection is typically needed only after a fair amount
of iterations.
During the collision detection stage, the simulator records the

position where the contact detection is conducted as 𝑋prev (line
15). After each simulation iteration, the simulator computes the
displacement of each vertex from 𝑋prev, and truncates the displace-
ment to be within the bounds (line 25 ∼ 27). Instead of redoing
contact detection every time one vertex moves out of its bound, a
threshold 𝛾𝑒 is used to control when to apply a new contact detec-
tion. A new contact detection is performed only after the number of
vertices moving out of their bounds exceeds 𝛾𝑒𝐾 (line 29, 30). Before
this threshold is reached, those vertices can be truncated multiple
times and cannot move any further, though they can still adjust the
direction of their displacement.

5 RESULTS
We implemented our algorithm on both CPU and GPU platforms.
The CPU implementation, written in C++, was executed on an
AMD Ryzen 7950X with 64 GB of memory. We implement the GPU
version using NVIDIAWarp [Macklin 2022], and run it on a NVIDIA
RTX 4090. For the simulation parameters, we set 𝛾𝑝 = 0.45 and
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Table 1. Performance results and simulation

Experiment Name Number of Contact &Fiction Simulation Parameters Time per step (avg./max)
Vert. Primitives 𝑘𝑐 𝜇𝑐 , 𝜖𝑣 𝑟 (𝑚𝑚) Time Step (sec.) Iterations CPU VBD GPU VBD

50 Layers of Cloth (Figure 10) 1M 1.96M 1e5 0.2, 1e-2 2 1/1200 40 0.21/0.55s 6.3/11.5ms
Tightening a knot (Figure 11) 48K 92K 1e5 0.4, 1e-2 2 1/300 50 122/180ms 4.4/6.8ms
Twisting Cloth (Figure 12) 10K 19.6K 1e5 0.2, 1e-2 2 1/300 10 21/30ms 0.9/1.5ms
Cloth on Body (Figure 14) 15.6K 29K 1e5 0.5, 1e-2 2 1/200 20 30/42ms 1.2/1.4ms
Robot and T-shirt (Figure 14) 13.8K 27.4K 1e5 0.5, 1e-2 2 1/600 10 NA 1.8/2.2ms
Yarn Stretch (Figure 15) 65K 65K 2e-3 0.1, 1e-3 1.5 4e-4 4 NA 0.23/0.30ms
Yarn Twist (Figure 16) 65K 65K 2e-3 0.1, 1e-3 1.5 4e-4 4 NA 0.25/0.33ms
3 Layers of Cloth on Sphere (Figure 17) 14.7K 28.6K 1e4 0.5, 1e-2 2 1/100 NA See figure NA
1 Layer of Cloth on Sphere (Figure 18) 4.9K 9.5K 1e4 0.5, 1e-2 5 1/100 40 62/75ms 1.2/3.2ms
Twisting Volumetric Mat (Figure 19) 15K 46.8K 1e5 0.2, 1e-2 2 1/240 20 NA 5.5/8.5ms

𝛾𝑒 = 0.01. We choose a relatively conservative value for 𝛾𝑝 to ensure
the conservative bounds remain conservative with floating point
rounding errors. Details of other experiment-specific parameters
and performance metrics are provided in Table 1. To ensure that all
our results are penetration-free, we perform an intersection analysis
after every frame and halt if any intersections occur. We plan to
open-source both the C++ and Warp versions of our code, ensuring
they are user-friendly and ready for out-of-the-box use.

5.1 Cloth Simulation
5.1.1 Large Scale Test. To evaluate the stability, efficiency, and
scalability of our method, we present a simulation of colliding 50
layers of cloth. Those clothes are dropped onto a cylinder, collide
with each other, and then slide to the ground. They form a pile on
the ground and eventually rest in contact. The dropping process is
visualized in Figure 10, and the final state of the simulation can be
seen in Figure 1. Despite the complicated contacts, the simulation
remains penetration-free the entire time.

5.1.2 Stress Tests. We present two experiments to demonstrate the
stability and performance of our method in scenarios involving
numerous complex self-collisions, extreme normal contact forces,
and frictions. Both of those experiments maintain penetration-free
states the entire time.
The first experiment, illustrated in Figure 11, simulates the for-

mation of a complex tight knot. We initialize the knot in a loose
form, then tighten it by pulling its two ends. As the knot tightens,
small sub-knots form and collide with each other. Eventually, these
small knots merge into a tight, multi-layered complex knot.

The second experiment, illustrated in Figure 12, involves twisting
a square-shaped cloth’s two ends for eight complete turns. This
example features extreme deformations, generating strong material
forces that compete with self-collisions. Our contact model effec-
tively handles these strong deformations with frictional contact.

5.1.3 Coupled Cloth Simulation. To test our method in a practical
cloth simulation scenario, we conduct the same cloth simulation
experiment as the one presented in the C-IPC paper [Li et al. 2021],
as shown in Figure 14. The cloth consists of 14 separate pieces
stitched together using stiff zero-length spring constraints, see Fig-
ure 13a. We filter out collisions between the stitched primitives
to ensure seamless stitching. For body-cloth contact, we use volu-
metric contact energy since the body motion is driven by skeleton

animation rather than simulation, making it challenging to prevent
penetration after updating the body’s position, see Figure 13b. As a
result, body-cloth penetration might occur during the simulation,
but cloth-cloth penetration is prevented. In the C-IPC paper, the
average computational time for a 0.04-second frame is reported as
24 seconds. In our tests, the same frame takes only 0.24 seconds on
the CPU and 9.6 milliseconds on the GPU.
We also showcase a scenario of a robot manipulating a T-shirt.

The robot’s trajectory is pre-computed and we use the same scheme
as in Figure 14 to handle the collision between the cloth and the
robot. This experiment runs in real time and stably simulates the
contacts between the robot and multiple layers of cloth.

5.2 Yarn Level Simulation
We perform further stress tests of our method with the use of yarn
level cloth simulations. Instead of simulating cloth as thin shells, we
individually simulate each constituent yarn thread as codimensional
rods. The behavior of the cloth is then the sum of contributions
from yarn bending, twisting, stretching, contacts, and friction. This
is traditionally difficult as even minor penetrations (pull-throughs)
can cause significant unraveling of the yarn.
We model rod bending, twisting, and stretching with the use of

Cosserat Rods similar to that proposed by Kugelstadt and Schömer
[2016]. To demonstrate the effect of our conservative bounds, we
implement a penalty-energy-based collision handling method and
compare it against our method. This method models contact as a
quadratic energy and always takes the full step given by Newton’s
method. In the figure, we label this method as "Newton".

In Figure 15, we pull and stretch the yarn cloth on two ends until
it is taut with tension. Using penalty-energy-based collisions, the
yarn threads phase through each other as they ultimately unravel
catastrophically. Our method successfully preserves the yarn ge-
ometry even under extreme tension. Despite the yarn being taut
enough to remain flat against gravity, no pull-through occurs.

In Figure 16, we clamp the square yarn cloth on two ends and twist
one end in five full rotations. Penalty-energy-based collisions fail
to prevent yarn penetration as the yarn threads crush and entangle
into a knot. In contrast, our method is able to successfully return
to the original state once the cloth is let go with no change to the
yarn structure.

In both examples, we use a yarn cloth that is 40cm by 40cm with
3mm thick yarn under normal gravity. The yarn threads have a
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Fig. 10. Fifty layers of cloth are dropped onto a cylinder, then slide to the ground. This simulation has 246K vertices and 475K triangles. We use
𝑟 = 3mm, a time step of 1/1200s, and 40 iterations per step. The average/maximum computation time per time step is 0.21/0.55s on the CPU and
6.3/11.5ms on the GPU.

Fig. 11. Tightening a complex knot with 48K vertices and 91K faces by pulling its two ends. At the end of the simulation, the mesh forms a
multi-layered, very tight knot. We use 𝑟 = 2mm, a time step of 1/300s, and 50 iterations per step. The average/maximum computation time per
time step is 122/180ms on the CPU and 6.3/11.5ms on the GPU.

Fig. 12. Twisting a square cloth for 8 circles, showcasing complicated self-collision with extreme contact force and friction. The model has 10K
vertices and 19.6K faces. We use 𝑟 = 2mm, a time step of 1/300s, and 10 iterations per step. The average/maximum computation time per time step
is 21/30ms on the CPU and 0.9/1.5ms on the GPU.

density of 1 gram per meter and a friction coefficient of 0.1. Both
examples can run about 1.8 times faster than real time on our setup.

5.3 Convergence
To evaluate OGC’s ability to converge with different solvers, we
plot the change in relative force residuals over iterations and com-
putation time in Figure 17. The relative force residual is defined
as:

𝑒 (𝑖 ) =
mean( | |f (𝑖 )𝑣 | |)
mean( | |f∗𝑣 | |)

(29)

where f∗𝑣 is the initial force residual on vertex 𝑣 and f (𝑖 )𝑣 is the force
residual on vertex after iteration 𝑖 .

Both VBD andNewton’smethod can reduce themean force residu-
als to less than 1e-4, which is the lowest error achievable with single
precision. We run VBD for 500 iterations and Newton’s method for

50 iterations. The spike in VBD’s curve corresponds to the applica-
tion of contact detection. Since we are not performing a line search
for VBD, the force residuals experience a brief spike after updating
the contact set through a new DCD. However, VBD quickly recovers
from this with just a few iterations and continues to reduce the
error.

In terms of convergence speed, Newton’s method converges faster
in terms of iterations, reaching numerical convergence at the 46th
iteration. However, since each iteration of Newton’s method is much
more computationally expensive and requires a line search to ensure
stability, it lags far behind VBD in terms of computational time. Col-
lision detection accounts for approximately 3% of the computational
time when using Newton’s method and 10% when using VBD. This
experiment demonstrates that the contact force defined by OGC
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(a) Template (b) Initial State

Fig. 13. Simulating a dress on a moving human body. The character is
driven by skeletal animation, with 12.8K vertices and 25.4K triangles.
The dress model consists of 14 separate pieces as shown in (a), with
15.7K vertices and 29.4K triangles. We use 𝑟 = 2mm, a time step of
1/200s, and 20 iterations per step. The average/maximum computation
time per time step is 30/42ms on the CPU and 1.2/1.4ms on the GPU.

can converge very efficiently with various solvers, using minimal
contact detections.

5.4 Quantitative Comparison to Incremental Potential
Contact

We compare Newton’s method based OGC and VBD based OGC
with IPC with incremental potential contact (IPC). The results are
visualized in Figure 18. We used the open-sourced implementation
of Codimensional-IPC (C-IPC) to generate results. We evaluate the
computational time and the total number of collisions at each step.
We can see that IPC uses significantly more collision detections

because IPC require more than two collision detections at each
iteration: one CCD to cull the global step size and one DCD per
energy evaluation in the line search process. This is not the case for
OGC-based methods, because OGC does not require any CCD, and
DCD is only necessary when points reach their conservative bounds,
which does not happen at every iteration, especially in the later
stages of the optimization process. In these later stages, the optimizer
(both Newton’s method and VBD) provides very small step sizes, so
it usually takes several iterations for the accumulated displacements
to exceed the conservative bounds. As a result, OGC-based methods
require significantly fewer collision detections, leading to much
lower computational time compared to IPC.

Fig. 14. Simulating a robot manipulating a T-shirt. The robot’s tra-
jectory is pre-computed. The T-shirt mesh has 13.8K vertices and 27.4K
triangles. We use a collision radius of 2mm and a time step of 1/600s
for the simulation. The average/maximum computation time per time
step is 1.8/2.2ms on the GPU.

This efficiency is particularly advantageous for VBD-based OGC.
Since VBD tends to generate smaller steps than Newton’s method, it
is less likely to exceed the conservative bounds, allowing the simula-
tion to fully leverage VBD’s output. Newton’s method, on the other
hand, tends to provide larger optimization steps, which supposedly
can lead to a more significant reduction in error. However, much
of this potential gain can be lost due to conservative bound culling,
resulting in wasted computation. Overall, on the CPU, VBD-based
OGC is more than about 128 times faster than IPC, while Newton’s
method-based OGC is 9.2 times faster than IPC on average.
VBD-based OGC is more advantageous over IPC on GPU. We

compare the GPU implementation of VBD-based OGC with GIPC
[Huang et al. 2024a], the state-of-the-art GPU variant of IPC. We
used the open-sourced implementation of GIPC to generate results.
For testing, we simulate the twisting of a volumetric mat at an
angular velocity 𝜋

2 by 16 seconds and evaluate the computational
time at each step. The results are visualized in Figure 19.
The average step time for GIPC is 1893ms, while VBD-OGC re-

quires only 5.51ms per step on average, making it 343 times faster
and capable of achieving near real-time performance, even under in-
tensive collisions and deformations. Furthermore, VBD-OGC demon-
strates significantly more stable performance, with the maximum
step time reaching only 8.5 ms. In contrast, GIPC’s maximum step
time exceeds 20 seconds, occurring at the end of the simulationwhen
the object experiences extensive self-contact, leading to minimal
optimization progress in each iteration. This comparison highlights
OGC’s suitability for real-time simulations due to its consistent and
efficient time consumption.
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Fig. 15. The yarn cloth is slowly pulled apart. Pure Newton is unable to prevent penetrations which cause catastrophic unraveling. In contrast, our
method is able to maintain a penetration free state through-out.
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Fig. 16. A square yarn cloth is clamped on its edges and twisted 5 full rotations. Pure Newton is unable to keep the yarn threads separate as they
tangle. Our method is able to preserve the yarn structure despite the extreme deformation.
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Fig. 17. Convergence plot of Newton’s method and VBD-based OGC for simulating three clothes dropping on a sphere at the given step, with 14.7K
vertices, 28.6K triangles, and a time step of 1/100𝑠 . The graphs show relative force residuals change over iterations and computation time.

We also present the results of the same experiment using the
CPU implementations of VBD-OGC and IPC in the bottom row of
Figure 19. For IPC, we use its officially released implementation.

While IPC takes an average of 61.18 seconds per time step, the CPU
version of VBD-OGC completes each step in just 0.540 seconds
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Fig. 18. We compare Newton’s method-based OGC and VBD-based
OGC with IPC by simulating a cloth dropping onto a fixed sphere. The
mesh has 4.9K vertices and 9.5K triangles. The simulation is run with
a time step of 1/100s for 100 steps. The four images in the first row
show the state of the simulation using IPC at steps 0, 25, 50, and 75,
respectively. We use a contact radius of 5mm for OGC and allow IPC to
automatically control the contact radius. From top to bottom, the first
figure illustrates the computational time at each step for each method,
the second one is the same as the first one but in a logarithmic scale,
and the third chart shows the number of collision detections used at
each step.

on average, achieving a 133× speedup. This demonstrates that our
method’s advantages do not only come from better parallelism.

5.5 Qualitative Comparison to Incremental Potential
Contact

5.5.1 Work with Large Contact Radius. We compare the compatibil-
ity of the IPC and OGC contact models with a large contact radius by
simulating a cloth twisted by half a circle using both methods. The
final states of the simulations using the IPC and OGC are shown

Fig. 19. We compare the GPU implementation of VBD-OGC with
GIPC [Huang et al. 2024a], and the CPU implementation of VBD-OGC
with IPC, by replicating the volumetric mat twisting experiment pre-
sented in the IPC [Li et al. 2020] and GIPC [Huang et al. 2024a] papers.
The mesh has 15.3K vertices and 46.8K tets. The simulation is run with
a time step of 1/240s. The four images in the first row show the state of
the simulation using IPC at 0s, 4s, 8s, and 12s, respectively. The middle
row compares the runtime of each step in the GPU implementation
of VBD-OGC against GIPC, while the bottom row compares the CPU
implementation of VBD-OGC with IPC. We use a contact radius of 2
mm for OGC and allow GIPC and IPC to automatically control the
contact radius. We plot the time consumption at each step in the chart.

in Figure 2a and Figure 2b, respectively. The cloth consists of a
200×200 regular grid with each side measuring 1 meter, resulting in
a 0.5mm minimal distance between neighboring vertices. As shown
in Figure 2a, the IPC model produces severe artifacts caused by non-
orthogonal forces from neighbors and other points, including vertex
bulging and oscillations. In contrast, the OGC model handles the
large contact radius robustly, producing stable and natural contact
results. Please see the supplementary video for a more thorough
side-by-side comparison.

5.5.2 Numerical Damping. IPC is known to exhibit severe numeri-
cal damping artifacts when convergence is insufficient. This issue is
demonstrated in Figure 20, where a square cloth is simulated drop-
ping onto a small sphere, causing self-contact. In this experiment,
we use a time step of dt=1/500 but limit the solver to only one itera-
tion per step. Once self-contact occurs, IPC quickly loses nearly all
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Fig. 20. Comparing our method (OGC+VBD) with IPC in the low
iteration count setup. In both of those experiments we use a time step
of 1/500s and only 1 iteration per step. The cloth has 4.9K vertices and
9.5K triangles. The top row is the results of OGC+VBD and the bottom
row is the results of IPC. From left to right, each column visualizes the
simulation state at frame 0, 50 and 80.

momentum, resulting in a slow-motion effect. This happens because
the self-contact restricts the optimization step size, allowing only
minimal movement per step and effectively dissipating velocity.
In contrast, the OGC model, with its conservative initialization

scheme and per-vertex-based displacement bounds, preserves the
momentum for most vertices, producing simulations with signifi-
cantly more dynamics. While neither IPC nor OGC achieves full nu-
merical convergence under such limited iterations, the OGC model
generates results that are far more visually plausible.

5.5.3 Comparing Activation Functions. To demonstrate the effec-
tiveness of our activation function, we conduct an ablation test,
with results visualized in Figure 21. In this experiment, we run two
simulations with our and IPC’s activation function, simulating a
piece of cloth dropped onto a sphere on the ground, with a time
step of 1/100s, collision stiffness 𝑘𝑐 = 1𝑒4, and VBD solver. We first
simulate 40 time steps, ensuring each step reaches numerical con-
vergence. The state of the simulation at the 40th step is visualized in
Figure 21a and Figure 21b. We can see that the simulations with two
activation functions provide visually identical results. Furthermore,
we plot the change in relative force residuals (Equation 29) over
iterations of the 40th step in Figure 21c, where the simulation using
our activation converges approximately 2x faster than the one using
IPC’s activation. At last, we plot the force-distance relationship of
two functions in Figure 21d, where we set the contact radius and col-
lision stiffness 𝑘𝑐 of both of those activations to be 1. Our activation
shows a smoother transition from 0 to infinity and exhibits less stiff
behavior. In fact, at the state visualized in Figure 21a and Figure 21b,
the condition number of the system Hessian of the simulation with
our activation is 5 times smaller than that using IPC’s activation.

6 LIMITATIONS AND FUTUREWORKS
Offset Geometric Contact is a contact model intended to achieve
orthogonality of normal contact force. However, on a discrete sur-
face, orthogonality and continuity of contact force cannot both be
achieved. As illustrated in Figure 22a, when a point moves along

(a) OGC (ours) (b) IPC
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(d) Force-Distance Relationship for OGC (ours) and IPC

Fig. 21. Comparing our activation function Equation 18 with IPC’s
activation function. The results are measured on the 40th time step of
simulating a piece of cloth falling onto a sphere. The cloth has 4.9K
vertices and 9.5K triangles, and we use a time step of 1/100s. The state
of simulation at the selected step using OGC and IPC’s activation
function is visualized in (a) and (b), respectively. Panel (c) plots the
convergence of relative force residuals by iteration, and panel (d) shows
the force-distance relationship of the two functions.

the black trajectory, it is subject to discontinuous contact forces,
particularly upon entering the facet’s block from the open bound-
ary. At that moment, it suddenly experiences a non-zero contact
force from the facet. Note that this discontinuity only occurs at the
open boundary on the concave side of the faces, not at the closed
boundary, where the contact force is zero. The more concave the
area is, the more likely this issue is to arise, because it occurs in
the overlapping area of two adjacent face’s blocks. However, the
more concave the area is, the less likely it is for a point to enter the
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(a) Discontinuity

𝒙𝒙t

𝒙𝒙t+1

(b) High velocity

Fig. 22. Illustration of our method’s limitations. (a) A point’s trajec-
tory that results in a discontinuous contact force. The thickened line
and dots represent the face, and the colored lines indicate the bound-
aries of the face’s block with corresponding color. Solid lines denote
closed boundaries, while dashed lines denote open boundaries. The
solid black line visualizes the trajectory. (b) Two mass points dropping
with high velocity from current position x𝑡 to the next time step’s
position x𝑡+1, the circle visualizes the conservative bound given by
our method and the black arrow visualizes their trajectory within this
time step.

narrow space between faces, which helps mitigate the problem. In
theory, this discontinuity can lead to instability or slow convergence,
though we did not observe any such issues in our experiments.

Our technique for achieving penetration-free simulation is signifi-
cantly more efficient in scenarios with intensive collisions. However,
in cases with few collisions and large velocities, it may lag behind
the CCD-aware line search employed by IPC. As visualized in Fig-
ure 22b two mass points falling freely under gravity in parallel:
IPC’s technique can apply the full step in a single iteration because
their trajectories do not intersect. In contrast, our approach lim-
its their motion to less than 𝑑

2 , where 𝑑 is the distance between
the two points. This restriction can necessitate more iterations for
convergence, and the issue worsens as velocity increases.

Nevertheless, this limitation also suggests a promising direction
for future improvement. Potential strategies include intelligently
switching among various penetration-free techniques or incorpo-
rating vertex displacement directions to establish tighter bounds.

7 CONCLUSION
We have presented offset geometric contact, an efficient contact
model that allows for penetration-free simulation of codimensional
objects, significantly reducing the stiffness of contact forces and in-
creasing the efficiency of the simulation pipeline. By offsetting each
face in its normal directions, our formulation ensures normal con-
tact forces remain orthogonal, allowing for a larger contact distance
and thus mitigating the stiffness problem. Instead of continuous col-
lision detection (CCD), we compute a local maximum displacement
bound for each vertex in parallel, adding negligible overhead. This
local approach, combined with a fully parallel solver like Vertex
Block Descent, enables real-time, large-scale simulations on GPUs.
Our experiments show that this method can be more than two or-
ders of magnitude faster than IPC-based simulations and maintain
near-constant computational cost by using a fixed iteration count,

making penetration-free simulation feasible for a broader range of
applications.
Our results demonstrate that the proposed method effectively

handles highly complex simulation scenarios (Figure 10), maintains
stability under extreme stress tests (Figure 11, 12, 15, and 16), and
exhibits fast convergence (Figure 17).

In addition, we present an efficient implementation of our contact
model integrated with the VBD integrator, leveraging block-level
operations to maximize parallelism and efficiency. We aim to pro-
vide an out-of-the-box simulator and will continue to maintain the
code base after release. We also welcome collaboration with the
robotics, animation, and medical simulation communities to refine
the usability of penetration-free simulation, making it more accessi-
ble and beneficial for these fields. We hope these communities will
build upon our work to advance their respective applications.
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